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Abstract— This paper investigates user acceptance and pri-
vacy concerns of social robots. Users want a transparent view
about processing of personal information. Additionally, they
want to be able to intervene. It needs to be possible, to modify
default settings. To make users aware of potential risks and
concerns it is necessary to involve users during the whole
development process and a possible solution for transparency
and intervenability may be a privacy dashboard for robots.
This privacy enhancing technology provides insight into data
processing and sensor use. Additionally, it is necessary to
involve users during the development process to sharpen their
awareness regarding this issues.

[. INTRODUCTION

Natural human-machine interaction and social robotics are
an emerging field. The first social robots as e.g. the Zenbo'
already entered the smart home. They are able to control
other smart devices at home, tell about the weather, news, ap-
pointments, support music streaming and send notifications
to family members in case of emergency. To provide this
wide range of functionalities, typically robots are employed
with a wide range of sensors as cameras and microphones,
are using supporting cloud services and connected social
media platforms. Hence, social robots collect, process and
transfer a huge amount of personal information. Because
of the natural interaction with the social robot, which is
perceived as a companion by users, this data transfer and
processing is not transparent [1]. Also users typically have
not the possibility to intervene or do not know how.

According to the Charter of Fundamental Rights of the
EU, (Art. 7,8) “everyone has the right to respect for his or
her private and family life, home and communications” and
“everyone has the right to the protection of personal data
concerning him or her”. At the moment, these rights of users
are not respected by most social robots. The case of Amazon
Echo earlier this year gives an example where personal
information was sent to someone else without (official)
permission [2]. In addition, the General Data Protection
Regulation (GDPR) of the EU (2016/679) [3] strengthens
these rights in Europe and demand data protection by design
and default.

In the context of a survey investigating acceptance of
social robots and associated privacy concerns, an important
aspect are user attitudes towards transparency and inter-
venability. These two requirements are part of the privacy
protection goals [4], which are a common to model privacy
requirements. Privacy protection goals are based on the
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security related goals confidentiality, integrity, availability
and are augmented by the privacy related goals transparency,
intervenability and unlinkability. Based on the results of the
study, we consider to involve different already existing pri-
vacy tools and technologies into the development process of
social robots like the privacy protection goals, the seven types
of privacy and privacy dashboards to allow transparency.

II. RELATED WORK

A common technology to visualize important information
are (privacy) dashboards, which are gladly used by different
software applications. This dashboards allow users having
an insight view and control about the processing of personal
data. They ensure transparency and therefore are an impor-
tant methodology [5]. An important prototype to investigate
usability of privacy dashboards is Data Track [6], visualizing
also implications from connected cloud services. With a
focus on usability engineering, Raschke et al. [7] presented
the idea of a GDPR compliant privacy dashboard. A privacy
dashboard for FirefoxOS was proposed by Piekarska et al.
[8]. Within a user study, it was investigated how participants
make use of the privacy dashboard and what priorities they
have. In this context also the Firefox add-on Lightbeamz,
which reveals relations between third party sites on the web
is important to note. Additionally, Xu et al. [9] created a
smartphone app which summarizes the use of sensors by dif-
ferent applications. The Google Dashboard was investigated
[10] with the focus on user acceptance.

Privacy dashboards for smart home applications and smart
buildings were developed, to guarantee a user-controlled
access [11], [13]. Figure 1(left) shows an example for a
smart meter context. In contrast to approaches as data track
which try to visualize relations and implications by using a
network structure, these privacy dashboards are merely list
based. Bier et al. [12] investigate in a user study the inter-
face Privacylnsight (see Figurel(right)) which is structured
similar to smartphone apps compared to a network based
and a list based approach. Concepts for ex post transparency
including privacy dashboards were furthermore investigated
in a broad survey by Murmann et al. [14].

III. METHODOLOGY

In a survey conducted in 2018 during two events, the
RoboCup 2018 in Montreal (group I) and in contrast a
music festival in Germany (group 2), volunteers were asked
about their priorities concerning features, usage and privacy
concerns in the context of social robots. A thorough inves-
tigation of this survey is beyond the scope of this paper as
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Fig. 1: (left) Privacy dashboard of a smart metering system [11], (right) Privacylnsight user interface [12]

ongoing work. The central idea of the two focus groups that
were investigated is to query young adults and to compare
participants with a strong background in robotics as in group
1 with a young adults with a standard technical background
and no specific experience in robotics as in group 2.

The questionnaire used in the study was divided into
three sections, the participants were asked about potential
functionalities of a robot, interest in using social robots,
potential privacy concerns and in the last part demographical
information and technical background knowledge. Typically,
participants answered the questionnaire in approximately 15
minutes.

In this short paper, the focus is on the investigation
of one specific aspect of the survey, namely opinions of
potential users towards transparency and intervenability of
social robots. Participants were asked to choose their level
of disagreement/agreement with the following statements in
the range of -2 (strongly disagree) and 2 (strongly agree).

IV. PARTICIPANTS

In total, 73 people participated in the survey, consisting of
35 in group 1 and 38 in group 2. 23 were female, 43 male
and 7 decided not to disclose their sex. Group I consists of
7 female, 25 male and 3 non-disclosed participants, group
2 is divided into 16 female, 18 male and 4 non-disclosed
participants. Hence, only 20% of group 1 is female, whereas
almost 40% female participants are in group 2 . 90% of both
groups are aged between 18 and 34.

V. TRANSPARENCY AND INTERVENABILITY

Participants of both groups stated that they have substan-
tial privacy concerns in the context of social robots. They
expressed a high interest in transparency regarding personal
data and the possibility to intervene during the use of robots.
As it can be seen in Figure 2 and 3, more than 60% of
both groups strongly agreed (rating of +2) with most of the
statements. Most of participants of group 2 do not want to
be able to turn on and off certain features of a robot. In

comparison, group 2 showed a general higher agreement on
the statements (see Figure 4).

As an unexpected fact, participants of group 2 showed
a higher interest in transparency and intervenability than
group 1. This effect may have different causes. Whereas
group I has a broad experience with robot technologies,
group 2 may be more critical towards the use of robots
in their daily life. Robots are not a widespread technology
for the general use yet and therefore the attitude towards
robots at home is merely skeptical. Nevertheless, the results
unambiguously showed, that the participants are aware of the
lack of transparency and intervenability and that they want
to have access to processed information.

VI. DISCUSSION

In the interpretation of these results, it is important to
consider that results of privacy surveys typically differ sub-
stantially from actual user behavior. Coopamootoo and Gro
[15] investigated in the context of social networks in an
empirical study the concepts of privacy and sharing attitude
in contrast to the privacy and sharing behavior of users.
Additionally, depending on the benefit users feel free to share
their personal information [16], [17] and do not think about
the risks.

Because of this two facts, it is necessary to involve
(potential) users in the whole development process of robots.
Because non-technical participants stated, that they are not
interested in switch on and off certain features, it is necessary
to take them into account. One the one hand, this allows
a sensitization of users regarding features, accompanying
sensors and it’s risks. Users have the ability to shape essential
features and the design of the robot. Thereby, they get an
insight view into the operating principle of robots. On the
other hand, a privacy respecting robot can be developed [18].
To use certain features, special sensors and personal infor-
mation is needed. Involving the user can lead to a different
implementation or to different levels of functionality. As one
example, there is a vacuum cleaning robot. Depending on the
needs and requirements of the user, there are different types:
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Fig. 2: Transparency for processed personal information

1) Easy cleaning: The robot drives around in the room
or apartment and when it thinks it is finished, it stops
cleaning the floor.

2) Smart cleaning: The robot has a laser range scanner
and a camera. It creates a map of the room or apartment
and drives through the room in an intelligent way,
calculated by an algorithm until it has finished.

3) Supervised cleaning: The robot creates a map, cleans
in an intelligent way. Additionally, the robot can be
controlled via other smart home devices and an existing
application for the mobile phone informs the owner
about cleaning status, where the robot already drove
and where it did not get.

Participatory design strategies, which involve the user
into the development process, can figure out different needs
and gradations regarding the functionalities. Additionally the
users see, what is not possible without certain sensors and
information and what is. At the moment, most of the existing
smart home devices and robots needs to be connected to
the internet all the time to allow full functionalities. But it
should be possible, to refuse the provision of certain personal
information or to disconnect sensors. Instead of complete
non-availability, users should be able to decide on their
own if they want to have features with only limited and
restricted functional capabilities. Robots are able to collect
text, videos, images, audio, location, etc. It is important,
to get an overview of features and depending data types.
Furthermore, it needs to be clear, how the personal data is
processed and who has access to it. The purpose of processed
data needs to be revealed.

This criteria and it’s consequences on the use of the robot
can be designed as a privacy dashboard. As shown in Fig.
1(left) for a smart home system, all existing sensors are listed
and for every single room/purpose the user can decide on it’s
own what to allow, when and how often. This needs to be also

possible for robots, ideally without a full loss of functionality.
Additionally, this should include e.g. restrictions to enter
bedrooms, video recording in the bathroom and policies
for personal conversations (location-, time-, and situation-
dependent). Because users need to be more careful and
sensitized about their private life, it is necessary to ask
about priorities, preferences and concerns [6], [8], [19]. To
allay possible fears of using the dashboard, it needs to be
understandable, easy to use and clearly designed, that also
users without major technical background knowledge are
able to use it. They should have co-determination in default
privacy settings of the dashboard. This includes predefined
privacy settings to protect the users private informations.
Because of the complexity of such a dashboard, elements
of serious games would be interesting to investigate. This
also allows to test the sharing behavior of the user.

All in all, these first conceptual ideas needs to be further
investigated. The privacy dashboard for social robots is a
step forward to protect life and personal information of the
user in their homes in a world full of smart technologies and
connected things.
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